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Motivation

Exponential Family Distributions
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Exponential Family Distributions
fx(x;0) ox exp (0T¢(x) - ﬁ(x))

fx(x;©) o exp (<@, <I>(X)>)

We focus on — Minimal and truncated — exponential family

* No known method that is both computationally and statistically efficient for learning &



Maximum Likelihood Estimator

MLE
e (<(—), <I>(x>> dx.
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Consistency
Asymptotic normality

Asymptotic efficiency

. Computationally hard

We provide a computationally efficient proxy for the MLE.



.oss function

1. A novel, computationally tractable loss function —
T

L,(0)= %Zexp ( — <@,d5(x(t))>>

t=1

* Minimizing the population version of L,,(©) is equivalent to a MLE of fx (x; 0% — ©).



Main Results

Consistency and Normality
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©,, is asymptotically consistent!

Under some mild conditions, é)n is asymptotically normal!
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Even though MLE is intractable, this M-estimation is tractable.

However, unlike MLE, this is not asymptotically efficient.



Main Results

Finite-sample guarantees

» Structure recovery with (poly(k,k,)) samples.

* Our framework can capture various constraints on the natural parameters including
sparse, low-rank, sparse-plus-low-rank

1. ( isa sparse matrix
2. O is a low-rank matrix

3. O is a sparse-plus-low-rank matrix



Open question

Can computational and asymptotic
efficiency be achieved by a single estimator
for this class of exponential family?

Please visit our poster - Thank you!



