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Algorithm 1: Imposing sufficiency
We use Heteroskedastic neural network (NN) which requires training a
single NN by assuming Y/X is Gaussian.
e Werelax Y L D| ®(X) by using conditional mutual information I(Y; D | ®
(X)) which can be upper bounded (Lee et al,. 2021) by:
o I(Y;D[®(X))<E,y,,pllog P(Y|P(X), D) - E,LE ., llog P(Y [®(X), D)II

e We train subgroup-specific Gaussian models to learn P(Y |®(X), D).

Selective Prediction

e A trustworthy machine learning (ML) system should reliably
communicate the uncertainty in its predictions.

e Consider aloan approval ML system designed to predict loan terms
(e.g., loan approval, interest rate).

e |f the model’'s uncertainty is high for an applicant, the prediction
can be rejected to avoid potentially costly errors.

e [he decision-maker can intervene and take remedial actions before

We demonstrate and investigate the performance
disparities across subgroups for selective regression as °
well as develop novel methods to mitigate such disparities.

Disparities between subgroups in selective regression:

e \We consider predicting annual medical expenses charged to patients from
age, BMI, number of children, etc as in the Insurance dataset.

e Following [Zaoui et al., 2020], we use conditional expectation as our predictor
& conditional variance as our uncertainty measure. 0.040

Algorithm 2: Imposing calibration for mean & variance

arriving at a decision. o m_ajmfty o Welet®=(®, @, )and use residual-based NN by letting (a) the predictor
: w ff\ i e While decreasing the coverage improves the 0.0327 o depend only on @_ and (b) the uncertainty measure depend only on @,
‘ S = b’ b P performance for the majority subgroup (i.e., §0.024~ - e Werelax E[Y | ®(X), D] = E[Y | ®(X)] by the contrastive loss:
APPLGATION ) i) T’t‘{o’ '\, females), the performance for the minority 0.016: 0 Ep[E gy [ (Y-E[Y[®,(X), DI 1] - E o [ (Y-E[Y [ ®,(X), DI ]
Human credit subgroup (i.e., males) degrades. 0.008. e We train subgroup-specific mean prediction models to learn E[Y|® (X), D].
ML model committee

02 04 06 08 1.0 e We impose calibration for variance similarly.

coverage

Uncertainty Measure
e |f we have an uncertainty/confidence measure for each prediction,

Crime dataset Insurance dataset

Monotonic Selective Risk (MSR): proposed novel fairness criteria

_ 0.040 |
we can decide to abstain from decision making if our confidence is e MSR requires the risk of each subgroup to monotonically decrease with a zzi M’ - o mff;z:g
below a certain threshold. decrease in coverage. goos) . B 5000

e With a good confidence measure, increasing the threshold results e We construct our predictor f and our uncertainty measure g using a feature =002 [N T Miney 20016
in a better performance. representation @. | epsmmmmm—— gt | ..
e The tradeoff is that we have predictions for a fewer samples (i.e., e The subgroup MSE for d € Z) as a function of f and g, for a fixed coverage 02 04_ 06 08 L0 000802 04 0808
oW Coverage) (parameterized by T)is Baseline 1 Baseline 2
. , = MSE(f, g, T, d) = E[ (Y- f(@(X)))? | g(P(X)) < T, D = . T = oy
60% confident | 70% confldent 80% confident  90% confident 100% confident 0.04 0.032- ——  Minority

e \We say that f and g satisfy MSR if forany t< T

. MSE(f,g, 7o) < MSE(f, g, 7. ) v d € 2 500 e
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Reject Reject Approve Approve Approve Theorem: sufficiency = MSR e I — 0.008| o A .
. . go . e A feature representation @(X) satisfies sufficiency if 02 04 06 08 10 02 04 06 08 1.0
Selective Classification P (X) Y coverags coverage
m Y 1L D|OX). Algorithm 1 Algorithm 2

e C(lassifiers can have good average performance but may perform

Quantitative comparison
poorly on certain subgroups [Jones et al., 2020].

o If ®(X)is sufficient, then conditional mean as the predictor and conditional

7 , - variance as the uncertainty measure ensures MSR. Dataset Algorithm Area under AUC AUC
e To mitigate such disparities, recent works [Lee et al., 2021 etc] curve (AUC) (Majority) (Minority)
proposed methods for performing fair selective classification. Theorem: calibration for mean & variance = MSR Insurance Baseline1  0.0371 0.0342  0.0442
e For a classification task, an uncertainty measure can be learned o A feature representation ®(X) is calibrated for mean and variance if Algorithm 1 0.0195 0.0207  0.0167
. ’ o - E[Y | o(X). d]=E[Y | D(X)] V d € 2 Baseline 2 0.0142 0.0129 0.0175
using the softmax output (of an existing classifier). - y U1 = - Algorithm 2 0.0099 0.0087  0.0120
e However, there is no direct method to extract an uncertainty m VarlY|®(X),d]l=VarlY|®(X)] Vd €2 Crime Baseline 1 0.0075 0.0040  0.0345
measure from an existing regressor designed only to predict the o If @(X)is calibrated for mean and variance, then conditional mean as the Algoi‘ithn;l 3-8039 8-8823 g-gﬁg
: .l : : Baseline 0101 j :
conditional mean! predictor and conditional variance as the uncertainty measure ensures MSR. Algorithm2  0.0117 0.0082 0.0375




